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JuliaOpt
Optimization packages for the Julia language. (http://julialang.org)

What is Julia?
"Julia is a high-level, high-performance dynamic programming language for technical
computing" (http://julialang.org). It is free (open source) and supports Windows, OSX,
and Linux. It has a familiar syntax, works well with external libraries, is fast, and has
advanced language features like metaprogramming that enable interesting possibilities
for optimization software.

Case study: "Computing in Operations Research using Julia"
(http://dx.doi.org/10.1287/ijoc.2014.0623). INFORMS Journal on Computing. [PDF]
(http://arxiv.org/abs/1312.1431).

What is JuliaOpt?
JuliaOpt is an organization that brings together packages written in Julia that are related
to optimization. All JuliaOpt packages should be high-quality, documented, tested,
support the main operating systems, and interact with each other.

Overview: presentation (https://www.youtube.com/watch?v=7LNeR299q88) and
workshop (https://www.youtube.com/watch?v=nnL7yLMVu6c) from JuliaCon
2015
Code: github.com/JuliaOpt (http://github.com/JuliaOpt)
Mailing list: julia-opt (https://groups.google.com/forum/#!forum/julia-opt)

Getting Started
1. You can find downloads and installation instructions for Julia

(http://julialang.org/downloads/) for your operating system on the Julia site.
2. To install a JuliaOpt package, simply use the Pkg.add  command from inside

Julia:
julia> Pkg.update() # Get latest package info
julia> Pkg.add("Optim")
julia> Pkg.add("JuMP")
julia> Pkg.add("Cbc") # and so on

3. Open-source solvers will automatically be downloaded and installed in your Julia
package directory. If you want to use an external commercial solver, you will
need to download those before installing the corresponding JuliaOpt package.

Examples

We have a collection of JuliaOpt examples in the form of Jupyter
(https://jupyter.org/)/IJulia (https://github.com/JuliaLang/IJulia.jl) notebooks, including:

Solving Sudoku puzzles with JuMP (/notebooks/JuMP-Sudoku.html),
Controlling a rocket with JuMP (/notebooks/JuMP-Rocket.html),
and many more (/notebooks/index.html).

The source for these notebooks is available here (https://github.com/JuliaOpt/juliaopt-
notebooks).

Overview of Packages
JuMP Convex.jl

MathProgBase.jl

Cbc.jl Clp.jl CPLEX.jl

ECOS.jl GLPK.jl Gurobi.jl

Ipopt.jl KNITRO.jl Mosek.jl

NLopt.jl SCS.jl

Optim.jl

LsqFit.jl

CoinOptServices.jl

AmplNLWriter.jl

JuliaOpt's packages can be loosely grouped into two sets. The first set are standalone Julia packages:
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• User-friendly	algebraic	modelling	languages	(AML):

• Commercial	and	Open-Source	C/C++	frameworks:

20th Century	Optimization	Modelling	Languages

Standalone	and	Fast Based	on	General	Language	and	
Versatile,	but	Slow

5/25/17, 11(03 AM

Page 1 of 1file:///Users/jvielma/delme/gams.svg

Fast	and	Versatile,	but	complicated	(and	some	proprietary)

SCIP

Gurobi 7.0 Performance Benchmarks



21st Century	Optimization	Modelling	Language

• Modern,	modular,	easy	to	embed...
– Within	a	simulation,	interactive	
visualization,	etc.

• Interact	with	solvers	while	they	are	
running

• Easy	to	extend	to	specialized	
problem	classes
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Sustained	Growth	and	Some	Miles	Stones

• Version	0.2:	Solver	callbacks	(December,	2013)
• Version	0.5:	Nonlinear	optimization	(May,	2014)
• Version	0.10:	Semidefinite	optimization	(August,	2015)
• Version	0.12:	Rewrote	nonlinear	optimization	(February,	2016)
• Version	0.13:	Renamed	everything	from	camelCase (April,	2016)
• Version	0.15:	sum{} becomes	sum() (December,	2016)

Hits to JuMP’s documentation
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Research Article

Optimal hybrid sequencing and assembly: Feasibility
conditions for accurate genome reconstruction and cost
minimization strategy

Chun-Chi Chena, Noushin Ghaffarib, Xiaoning Qiana, , , Byung-Jun Yoona, , 

Show more

Abstract

Recent advances in high-throughput genome sequencing technologies have enabled the
systematic study of various genomes by making whole genome sequencing affordable.
Modern sequencers generate a huge number of small sequence fragments called reads,
where the read length and the per-base sequencing cost depend on the technology
used. To date, many hybrid genome assembly algorithms have been developed that can
take reads from multiple read sources to reconstruct the original genome. However,
rigorous investigation of the feasibility conditions for complete genome reconstruction
and the optimal sequencing strategy for minimizing the sequencing cost has been
conspicuously missing. An important aspect of hybrid sequencing and assembly is that
the feasibility conditions for genome reconstruction can be satisfied by different
combinations of the available read sources, opening up the possibility of optimally
combining the sources to minimize the sequencing cost while ensuring accurate genome
reconstruction. In this paper, we derive the conditions for whole genome reconstruction
from multiple read sources at a given confidence level and also introduce the optimal
strategy for combining reads from different sources to minimize the overall sequencing
cost. We show that the optimal read set, which simultaneously satisfies the feasibility
conditions for genome reconstruction and minimizes the sequencing cost, can be
effectively predicted through constrained discrete optimization. Through extensive
evaluations based on several genomes and different read sets, we verify the derived
feasibility conditions and demonstrate the performance of the proposed optimal hybrid
sequencing and assembly strategy.

Keywords

Assembly; Sequencing; Whole genome reconstruction
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aDepartment of Applied Science and Technology, Politecnico di Torino, 10129 Torino, Italy; bHuman Genetics Foundation, Molecular Biotechnology Center,
10126 Torino, Italy; and cSorbonne Universités, UPMC Université Paris 06, CNRS, Biologie Computationnelle et Quantitative, Institut de Biologie Paris Seine,
75005 Paris, France
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Understanding protein−protein interactions is central to our under-
standing of almost all complex biological processes. Computational
tools exploiting rapidly growing genomic databases to characterize
protein−protein interactions are urgently needed. Such methods
should connect multiple scales from evolutionary conserved interac-
tions between families of homologous proteins, over the identifica-
tion of specifically interacting proteins in the case of multiple
paralogs inside a species, down to the prediction of residues being
in physical contact across interaction interfaces. Statistical inference
methods detecting residue−residue coevolution have recently trig-
gered considerable progress in using sequence data for quaternary
protein structure prediction; they require, however, large joint align-
ments of homologous protein pairs known to interact. The genera-
tion of such alignments is a complex computational task on its own;
application of coevolutionary modeling has, in turn, been restricted
to proteins without paralogs, or to bacterial systems with the corre-
sponding coding genes being colocalized in operons. Here we show
that the direct coupling analysis of residue coevolution can be ex-
tended to connect the different scales, and simultaneously to match
interacting paralogs, to identify interprotein residue−residue con-
tacts and to discriminate interacting from noninteracting families in
a multiprotein system. Our results extend the potential applications
of coevolutionary analysis far beyond cases treatable so far.

coevolution | protein−protein interaction networks | paralog matching |
statistical inference | direct coupling analysis

Almost all biological processes depend on interacting proteins.
Understanding protein−protein interactions is therefore key

to our understanding of complex biological systems. In this con-
text, at least two questions are of interest: First, the question “who
with whom,” i.e., which proteins interact; this concerns the net-
works connecting specific proteins inside one organism, but also—
in the context of this article—the evolutionary perspective of
protein−protein interactions, which are conserved across different
species. Their coevolution is at the basis of many modern com-
putational techniques for characterizing protein−protein interac-
tions. The second question is the question “how” proteins interact
with each other, in particular, which residues are involved in the
interaction interfaces, and which residues are in contact across the
interfaces. Such knowledge may provide important mechanistic
insight into questions related to interaction specificity or com-
petitive interaction with partially shared interfaces.
The experimental identification of protein−protein interactions

is an arduous task (for reviews, cf. refs. 1 and 2): High-throughput
techniques that aim to identify protein−protein interactions in
vivo or in vitro are well documented and include large-scale yeast
two-hybrid assays and protein affinity mass spectrometry assays.
Such large-scale efforts have revealed useful information but are
hampered by high false positive and false negative error rates.
Structural approaches based on protein cocrystallization are in-
trinsically low-throughput and of uncertain outcome due to the

unphysiological treatment needed for protein purification, enrich-
ment, and crystallization. It is therefore tempting to use the ex-
ponentially increasing genomic databases to design in silico
techniques for identifying protein−protein interactions (cf. refs. 3
and 4). Prominent techniques, to date, include the search for
colocalization of genes on the genome (e.g., operons in bacteria)
(5, 6), the Rosetta stone method (domains fused to a single protein
in some genome are expected to interact in other genomes) (7, 8),
and also coevolutionary techniques like phylogenetic profiling
(correlated presence or absence of interacting proteins in ge-
nomes) (9) or similarities between phylogenetic trees of groups of
orthologous proteins (compare the mirrortree method) (10, 11).
Despite the success of all these methods, their sensitivity is limited
due to the use of relatively coarse global criteria (genomic location,
phylogenetic distance) instead of full amino acid sequences.
The availability of thousands of sequenced genomes (12),

thanks to next-generation sequencing techniques, enables the
application of much finer-scale statistical modeling approaches,
which take into account the full sequence (13). In this context,
direct coupling analysis (DCA) (14) was developed to detect direct
interprotein coevolution and, in turn, interprotein residue−residue

Significance

Most biological processes rely on specific interactions between
proteins, but the experimental characterization of protein−pro-
tein interactions is a labor-intensive task of frequently uncertain
outcome. Computational methods based on exponentially grow-
ing genomic databases are urgently needed. It has recently been
shown that coevolutionary methods are able to detect correlated
mutations between residues in different proteins, which are in
contact across the interaction interface, thus enabling the struc-
ture prediction of protein complexes. Here we show that the
applicability of coevolutionary methods is much broader, con-
necting multiple scales relevant in protein−protein interaction:
the residue scale of interprotein contacts, the protein scale of
specific interactions between paralogous proteins, and the evo-
lutionary scale of conserved interactions between homologous
protein families.
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Big 2’s and Big 3’s: Analyzing How a Team’s Best Players 
Complement Each Other 

 
Robert Ayer 
MBA 2011 

Massachusetts Institute of Technology 
 Cambridge, MA 

Email: robertayer@gmail.com 
 
 

Abstract 
 
One of the most important aspects of team construction is identifying and acquiring the most talented 
and productive players on your team, the players on whom a team’s fortunes most rely.  Teams must 
decide which player-types, when combined, yield the best fit.  As an example, suppose there is a team, 
whose current best player is a scoring, shoot-first point guard.  Suppose this team is looking to bring 
in a top-flight free agent.  What type of player should this team target?  Should they bring in a 
defense-oriented big man? Should they acquire a multi-faceted, jack-of-all-trades wing?  This paper 
aims to answer these questions.  Analyzing player data and team season data from 1977, this paper 
first uses clustering techniques to group players into appropriate groups, then regression to determine 
the degree to which the composition of a team’s top 2 and top 3 players affect that team’s win total, 
while accounting for team quality and coaching ability.  This paper shows that the composition of a 
team’s top 2 and top 3 players is a strongly statistically significant factor in the success of a team, and 
shows which combinations yield over-performance, and which combinations yield underperformance, 
relative to the team’s talent and coaching quality.   
 

1 Introduction 
 
There have been many instances in basketball where a team, with perhaps a collection of new 
acquisitions, underperforms relative to the perceived talent on the team.  Most observers will 
intuitively conclude that this team, while talented, just doesn’t fit well together.  Conversely, there are 
also many instances where a team, with perhaps relatively modest top level talent, exceeds 
expectations.  This team, most will conclude, is put together well, i.e., the players complement each 
other, they “fit.” Similarly, at the player level, there are many cases in which a new player on a team, 
perhaps acquired through free agency, who, though talented, fails to live up to expectations.  This can 
be attributed to many things: lack of effort, erosion of skills, poor scouting.  However, many times a 
player’s underperformance is attributed to a poor fit with the team.  This is to say, that it is not 
enough for a player to have valuable basketball skills to fully reach his potential; the player must also 
be on a team which is constructed in a way that is complementary to those skills.   
This paper aims to provide some insight into team construction and player fit by analyzing 
combinations of player types (specifically, 2 and 3 man combinations, known commonly as “Big 2’s or 
Big 3’s), and determining which combinations lead to increased wins, while accounting for talent level 
and coaching skill.  Along the way, the research uncovered some interesting insights regarding 
coaching ability; while those insights will be addressed briefly, this is not a focus of the paper.   
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